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Abstract of the contribution: This contribution proposes some architecture principles and functional allocation for the Core network in NEXTGEN Study Item.
Discussion

Even though many aspects of the NextGen Core network are still to be discussed within the defined Key Issues we believe that is it beneficial to in parallel start the discussion on the reference architecture and the functional allocation in order to set the Key Issue discussions in a context.

Note: This contribution focus on the Core relation to 3GPP accesses, non-3GPP access integration is left for later discussions. More specifically for fixed access it should be further investigated which parts that can be re-used for fixed access, specifically in the User Plane but also more generally in the Control Plane.
The related discussion on functional allocation between the Core network and the RAN has already been touched upon and a first set of architectural assumptions have been agreed, see chapter 4.2 in 3GPP TR 23.799 (v 0.3.0)
The NextGen solutions shall be able to make use of the best available technology, but as technology evolves quickly there is also a risk of building a NextGen architecture based on technologies that will be ageing or even out-dated over time. Thus the NextGen reference architecture should focus on providing a stable functional architecture where infrastructure technologies to be used can be evolved and replaced over time.

One area where it makes sense to separate functionality is between the Control plane and the User plane functionality, as already agreed in the Architectural assumptions, 23.799 ch 4.1. This can be seen as a separation based on technology choices, but there are also other drivers for this split such as being able to more freely scale UP and CP functionality separately and to have the option of distributing the UP termination point to a remote location compared to the control plane. Ericsson believe these drivers for a CP-UP split can be met through setting the requirements on the split and based on that select the functional split between the CP and UP before deciding on a certain technology. 
When it comes to the control plane, proposals for both complete consolidation of the control plane as well as further decomposition have been put forward. Further, a separation between the mobility handling and the handling of the connectivity has been considered in some earlier contributions as the UE shall be able to be attached to the network without having data sessions setup (23.799 ch 4.3) and that support of transmission of non-IP PDUs and Ethernet frames in addition to IP packets (23.799 ch 4.1). There may be benefits with a division between a Mobility management and Connectivity/Session management functionality as it separates the handling of the Access mobility and the Access Authentication from the Connectivity handling and setup of the data path, but as mobility strongly integrated also to how the data path is set up, the exact interface between these two functions need further analysis and discussion in the more detailed Mobility framework and Session Management Key Issues.
To keep the complete control plane together has both pro’s and con’s. On the positive side would be fewer interfaces to standardize which reduces the lead time to ready standard, and consequently less interoperability testing. One can also expect a more homogeneous and thus simplified management for the Core network control plane part.
One con to a collapsed control plane would be that different functionality in the control plane scales differently, e.g. the access control and mobility state handling with the number of attached subscribers vs. the number of connections to different data networks. Other possible con’s are the removal of the possibility for an operator to select different core network functionality from different vendors and the possibility to deploy different functionality of the control plane at different sites in the network, e.g. access control & mobility management vs control functionality for the user plane.
With network slicing and core functionality executing in a virtual environment in a data center the Multi-vendor integration aspects may look different compared to how it was with legacy integrated nodes. Operators may want to focus on Core network functionality integration with the cloud infrastructure within a network slice, or also the possibility to select the best of breed functionality within the network slice will remain important.
The deployment aspects depends on the network latencies, availability of competence at different sites and traditionally also on organisations and responsibilities. 
Both the Multi-vendor aspects and the physical deployment of functionality in the operators’ network are important aspects that have an impact on the NextGen architecture. Thus operator input on these areas are important for the further discussion, and until that discussion has been taken the suggestion is to leave the NextGen control plane as a single entity with a possible division at a later stage in the NextGen work.
Even though there still are many things to resolve in each of the NextGen Key Issues of the NextGen discussions we see a benefit to start introducing the key reference points and functional division in order to frame the discussion and to take a first step towards a NextGen reference architecture. There may be a need for further division into functions and reference points as discussions are detailed, but as a starting point we propose to introduce the following three high level architecture diagrams as the starting point for the reference architecture in 23.799.
For the purpose of Subscriber Data management it is our understanding that this function will have similar functions as the HSS in the Rel-14 EPC. Similarily the Policy control are expected to have similarities with the existing Policy framework and with the target to keep the Policy functionality access agnostic. We see these two functions as separate from the rest of the control plane functionality in NextGen Core. The exact functionality of these is still pending the outcome of respective Key Issue discussion.
For the NG Core Control function the following functionality is foreseen to be included:

· Termination of RAN CP i/f incl NAS
· Access Authentication
· NAS Ciphering and Integrity protection
· Mobility management
· Session Mangement
· UE IP address allocation & management (incl optional Authorization)
· Selection of UP function
· Termination of interfaces towards Policy control and Charging functions
· Policy & Charging (PCC) rules handling, incl control part of enforcement and QoS
· Lawful intercept (CP and interface to LI System)
· Roaming interface (Control plane)
For the NG Core User plane function the following functionality is foreseen to be included:
· Anchor point for Intra-/Inter-RAT mobility (when applicable)
· External IP point of interconnect
· Packet routing & forwarding
· QoS handling for User plane
· Packet inspection and PCC rule enforcement
· Lawful intercept (UP collection)
· Roaming interface (UP)
The non-roaming functional reference architecture view:
[image: image1]Distributed User plane deployment aspect of the non-roaming functional reference architecture: 
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The roaming (Home-routed) functional reference architecture view (Note: The need for a local NG Policy Control function in the VPLMN is FFS):
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The roaming (Local Breakout in VPLMN) functional reference architecture view (Note: The need for a NG Policy Control function in the HPLMN is FFS): 
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Proposal
It is proposed to add the following text to the TR 23.799 “Study on Architecture for Next Generation System”.
* * * Start of changes * * * *

7
Architecture(s) for the Next Generation System

Editor's Note: Architecture options in this Section will be consolidated and refined  during the study. 
7.1 Consollidated Architecture option 1
7.1.2 General
The NextGen reference architecture should provide a stable functional architecture where technologies can be evolved and replaced over time.

Key principles:
· Abstract transport layer from 3GPP network functions in order to allow for independent evolution
· Scale UP and CP functionality independently
· Allow for a flexible deployment of UP separate from the CP, i.e. central location or distributed (remote) location 
· Separation of UP allows for support of different PDN types, e.g. IP, Ethernet
· Careful selection of interfaces to support Multi-vendor integration, open (standardized) interfaces where there is a real need and benefit
· Separation of functions including Subscription data from functions providing the end user service
· Separation of Policy function to govern the network behaviour and end user experience

7.1.3 Network Functions and Reference points
7.1.3.1 Network Functions
NG UE:

· UE supporting the New Radio Technology and/or evolved LTE in an NG RAN connected to and NG Core
NG RAN:

· NG RAN supports New Radio Technology and/or evolved LTE and can connect to an NG Core (NG Core Control and NG core User Plane function(s))
NG Core Control function:

· Termination of RAN CP i/f incl NAS

· Access Authentication
· NAS Ciphering and Integrity protection

· Mobility management
· Session Mangement
· UE IP address allocation & management (incl optional Authorization)
· Selection of UP function

· Termination of interfaces towards Policy control and Charging functions
· Policy & Charging (PCC) rules handling, incl control part of enforcement and QoS
· Lawful intercept (CP and interface to LI System)

· Roaming interface (Control plane)
For the NG Core User Plane functions:
· Anchor point for Intra-/Inter-RAT mobility (when applicable)
· External IP point of interconnect

· Packet routing & forwarding
· QoS handling for User plane

· Packet inspection and PCC rule enforcement

· Lawful intercept (UP collection)
· Roaming interface (UP)
NG Subscriber Data Management:

· Subscriber data Management for NG Core
NG Policy Control:
· Policy Control for NG Core

7.1.3.2 Reference Points

NG-1C:

· Reference point between NG RAN and NG Core Control function
NG-1U:

· Reference point between NG RAN and NG User Plane Functions
NG-X:

· Reference point between NG Core Control function and NG User Plane Functions
NG-6a:

· Reference point between NG Core Control and NG Subscriber Data Managent
NG-Gx:

· Reference point between NG Core Control function and NG policy Control
NG-Rx:

· Reference point between NG Policy Control and Service Network
NG-Gi:

· Reference point between NG User Plane Functions and Service Network
NG-RoamC:

· Reference point between Visited NG Core Control roaming Function and Home NG Core Control Function
NG-RoamU:

· Reference point between Visited NG User Plane Roaming Functions and Home NG User Plane Functions 
7.1.4 Reference Architecture(s)
The non-roaming functional reference architectureview:
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Distributed User plane deployment aspect of the non-roaming functional reference architecture: 



[image: image6]
The roaming (Home-routed) functional reference architecture view (Note: The need for a local NG Policy Control function in the VPLMN is FFS):
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The roaming (Local Breakout in VPLMN) functional reference architecture view (Note: The need for a NG Policy Control function in the HPLMN is FFS): 
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7.1.5 Applicable solutions
Editor's Note: List the solutions from chapter 6 that are applicable to the architecture.
TBD
7.1.6 Evaluation/Observations/Notes
TBD
* * * End of Changes * * * *
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Figure � SEQ Figure \* ARABIC �1�: non-roaming functional reference architecture view
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Figure � SEQ Figure \* ARABIC �2�: Distributed User plane deploymen, non-roaming
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Figure � SEQ Figure \* ARABIC �3�: Roaming (Home-routed)
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Figure � SEQ Figure \* ARABIC �4�: Roaming (Local Breakout in VPLMN)
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